5.3 \times 10^{-7} \text{ cm}^2 \text{ s}^{-1} \text{ within an experimental error of 10\% from the linear plot of the relaxation time } \tau_0 \text{ of the decay profile of the diffraction intensity vs. } d^2, \text{ the square of the grating spacing. The value is larger than } D_{\text{slow}} \text{ by a factor of about 5, even if we account for the difference in viscosity between THF and benzene. This kind of discrepancy has been found in the } D_{\text{slow}} \text{ data of Amis and Han as mentioned already. At present we believe that the slow mode does not reflect the reptation motion of a single chain but does reflect coordinated motion of many polymer chains which gives rise to a long-lived concentration fluctuation.}
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**ABSTRACT:** Time-average and time-dependent intensity of light scattered by linear polyethylene (LPE), Dutch State Mines sample L30-4-6, in a good organic solvent, 1,2,4-trichlorobenzene at 135 °C, was measured as a function of polymer concentration at scattering angles between 35 and 145°. Molecular properties determined were the z-average radius of gyration, \( R_g^2 \), the z-average hydrodynamic radius, \( \langle R_h^2 \rangle \), the weight-average molecular weight, \( M_\text{w} \), the weight distribution, \( P(W) \), and the second virial coefficient, \( A_2 = 1.5 \times 10^{-9} \text{ g} \text{ cm}^2 \text{ mol}^{-1} \). The main purpose of this article was to determine \( F_g(M) \) for a LPE based on \( M_\text{w} \), \( (R_g^2) \), \( A_g \), and the characteristic line width distribution \( G(T) \) computed from an inverse Laplace transform of the measured single-clipped time correlation function, \( G^{(2)}(\tau) \). We have demonstrated this nonintrusive technique to be particularly useful in obtaining an approximate \( F_g(M) \) for polydisperse synthetic high polymers which are difficult to characterize by more established analytical techniques such as gel permeation chromatography (GPC).

**I. Introduction**

1.1. Overview. Several studies\(^1,2\) have attempted to determine the molecular weight distribution (MWD) of commercial linear polyethylene (LPE). It is also possible to extract the MWD of a polydisperse sample from combined measurements of static and dynamic light scattering.\(^3,4\) The MWD is accessible from light scattering due to the influence of the molecular weight distribution on dynamic measurements. For polydisperse samples, time correlation function (or power spectrum) profile analysis permits us to relate the distribution of translational diffusion coefficients with the molecular weight distribution given we have taken into account interparticle interactions and molecular self-interference, i.e., virial coefficients and \( P(K, \tau) \), respectively.

We approximate the power spectrum (or time correlation function) as a linear sum of basis functions with distinct characteristic decay times. Each characteristic decay time is related to a particular diffusion coefficient and, thus, to a particular molecular weight fraction. In addition to dynamic light scattering, we call upon static light scattering to determine the weight-average molecular weight, the z-average radius of gyration, and the second virial coefficient of the polymer–solvent system. The combination of both static and dynamic measurements allows a complete determination of the MWD.

This article will describe the combined dynamic and static light scattering experimental method used to characterize LPE. A yet more interesting problem is to investigate how LPE differs from long-chain branched polyethylene (BPE) of the same molecular weight. The present study is used to provide the experimental benchmark of LPE in order to begin the study of BPE, which is in progress.

The light scattering technique is similar to more established techniques such as gel permeation chromatography (GPC) by virtue of its use of the hydrodynamic radius...
The excess intensity of light scattered at a given point detector and counts as a Gaussian random variable. The scattering volume, angle, angular divergence, and polarization optics. The molecular weight distribution (MWD) of LPE is sufficiently broad to permit a transform from the measured intensity autocorrelation function \( I_g(t) \) to the distribution of diffusion coefficients \( D \) by means of a multiexponential analysis of the first-order electric field correlation function \( g_1(t) \). We have succeeded in determining an approximate distribution of diffusion coefficients, \( G(D) \), and in transforming \( G(D) \) into a distribution of molecular weights, \( F(M) \). Furthermore, we were able to confirm the validity of our procedure by comparing the derived MWD with the literature MWD measured by GPC. The determination of a MWD for this LPE sample demonstrates how our method for characterization of polymers dissolved in a hazardous solvent at elevated temperatures complements the more standard techniques such as GPC.

1.2. Polymer System. The samples studied were dilute solutions of linear polyethylene (LPE) in 1,2,4-trichlorobenzene (TCB) at 135 °C. At small scattering angles, the LPE molecules may be treated as Brownian particles undergoing translational diffusion through a continuous medium. The LPE molecules are polydisperse and, as a result, have a distribution of translational diffusion rates. The molecular weight distribution (MWD) of LPE is closely related to the complex-valued normalized electric field autocorrelation function \( g_1(t) \). If we treat the photocounts as a Gaussian random variable,

\[
\frac{H_c}{R_e(0)} = \frac{1}{(M)_u} \left( 1 + \frac{K^2(R_g^2)(t)}{3} \right) + 2A_c \lambda (2-1)
\]

where \( H \), with \( n, R_e(\theta), \lambda = (\pi/\lambda) \sin(\theta/2) \). Equation 2-2 is used to approximate the particle scattering factor for non-Gaussian LPE molecules. It happens that the higher molecular weights in our LPE molecular weight distributions yield an \( X \) value of about 1 at 40°; thus the more accurate eq 2-2 is utilized for the dynamic light scattering molecular weight transform described in section 2.3.

By means of eq 2-1, the graphical method due to Zimm\(^{13}\) yields the physical properties \( (M)_u, (R_g^2), \lambda, \) and \( A_2 \). To derive an apparent radius of gyration at finite concentration, \( (R_g^2)_x \), we let

\[
(R_g^2)_x = \frac{(R_g^2)(t)}{1 + 2A_c M_u} \quad (2-3)
\]

One numerical constant necessary for the calculation of \( (M)_u \) and \( A_2 \) needs to be discussed, namely, the incremental change of the index of refraction vs. concentration \( (dn/dc)_T \). The value of \( (dn/dc)_T \) for LPE in TCB at 135 °C has been measured\(^{16}\) and is essentially constant over the entire MWD studied. This implies that the intensity scattered by a single LPE molecule scales as \( MP(X) \).

In calibrating our instrument for absolute intensity measurements, we used the static structure factor for benzene, \( S_L(90) \).\(^{18-18} \) Second, we approximately know that, by taking into account the detector solid angle acceptance as a function of index of refraction for the detection geometry used in Figure 1,\(^{19} \) we can express the relationship between the relative scattered intensity \( I^* \) and the absolute quantity \( R_{sc} \) as

\[
R_{sc}(\theta) = CI^*(\theta) \quad (2-4)
\]

where

\[
C = \frac{R_{sc}}{R_{sc}} \quad (2-5)
\]

Equation 2-4 uses constants all at the same temperature, scattering angle, and wavelength.

The value of \( R_{sc}(90) \) for benzene at 135 °C was only recently reported\(^{26} \) by us. Conversion between \( R_{sc} \) and \( R_{wu} \) occurs via simple Cabannes ratios of temperature-dependent depolarization constants.\(^{27} \) The primary reference \( R_{wu}(90) \) of benzene at 25 °C and 488 nm is

\[
R_{wu}(90) = 3.14 \times 10^{-5} \text{ [cm}^{-1}\text{]}
\]

2.2. Dynamic Light Scattering. In this section we tacitly consider only dilute solution conditions and thus
ignore such complications as multiple scattering and gel formation. We also assume that the scattering geometry is arranged so number fluctuations and heterodyning do not contribute to the dynamic properties. In the low-X limit, just as in static light scattering, the intramolecular polymer segment motions contribute little to the overall changes occurring in \( K \) space.\(^{22}\) In this low-X limit we need only consider the molecular LPE center-of-mass motions. The functional form for the molecular pair distribution of Brownian particles is available\(^{23}\) and results in a direct relationship between the translational diffusion coefficient, \( D \) [cm\(^2\) s\(^{-1}\)], and the intensity spectrum, \( S(\omega) \). The property \( g^{(1)}(t) \) is thus related directly to the measured net single-clicked autocorrelation function \( G(\omega)(t) = 1 \).\(^{24,25}\)

Given the fact that translational diffusion for one molecular size will produce a single-exponential decay with characteristic frequency \( \Gamma \) for \( g^{(1)}(t) \), adding additional independent molecules of differing sizes into the scattering volume will result in a weighted sum of exponentials as follows:

\[
g^{(1)}(t) = \sum \omega_i \exp(-\Gamma_i t) \quad \text{for molecules } i \quad (2-5)
\]

where the absolute value signs are implied on \( g^{(1)}(t) \) and the weighting factor \( \omega_i \) is proportional to the time-average intensity scattered by species \( i \) at angle \( \theta \). At infinite dilution, only \( M \) and \( P(X) \) are included in this weighting term

\[
\omega_i = M_i^2 P(X_i) \quad (2-6)
\]

No \( n_i \) term appears in eq 2-6 since the summation is over molecules and not over molecular weight fractions. Combination of eq 2-5 and 2-6 forms the basis of the molecular weight transform. One calculates a normalized distribution of line widths, \( G(\Gamma) \), through the inverse Laplace transform of the measured \( g^{(1)}(t) \).

\[
g^{(1)}(t) = \int_0^\infty G(\Gamma) \exp(-\Gamma t) \, d\Gamma \quad (2-7)
\]

The characteristic decay time \( \Gamma \) scales according to the relation\(^\text{25}\)

\[
\Gamma = DK^2 \quad (2-8)
\]

If one includes polydispersity effects and assumes \( P(X) \) to be unity, we have \( (\Gamma) = (D)K^2 \), where the angle brackets around \( \Gamma \) indicate the mean \( \Gamma \) value defined by the moments of \( G(\Gamma) \); i.e., \( (\Gamma) = \int \Gamma g(\Gamma) \, d\Gamma \). In more general terms of the molecular weight distribution

\[
(\Gamma) = K^2 \int_0^\infty [D(M)P(X)F(M)]M^2 \, dM
\]

Then \( (\Gamma) \) is no longer equal to \( (D)K^2 \) when \( P(X) \neq 1 \).

### 2.3. A Molecular Weight Transform

The final transform to be dealt with leads us from the distribution of diffusion coefficients, \( G(D) \), to the underlying number-average molecular weight distribution, \( F_n(M) \). Two relationships are central to this transformation. First, molecular weight, \( M \), must be stated as a function of diffusion coefficient \( D \). Second, some approximate form for the molecular self-interference term, \( P(X) \), must be stated in terms of \( D \). It should be remembered that once we have an estimate for \( G(\Gamma) \) we will also know the distribution \( G(D) \) if eq 2-8 is valid, i.e., if we are measuring only translational molecular diffusion in \( g^{(1)}(t) \).

At this point we should be more precise and mathematically define our terms. Let

\[
G(\Gamma) = \sum a_{\gamma} \delta(\Gamma - \gamma) \quad (2-10)
\]

\[
G(D) = \sum b_{\gamma} \delta(D - D_{\gamma}) \quad (2-11)
\]

and

\[
F_n(M) = \sum \omega_i \delta(M - M_i) \quad (2-12)
\]

where the following conditions hold: \( \sum a_{\gamma} = 1, \sum b_{\gamma} = 1 \), \( \gamma_i = a_{\gamma} \sum n_j \) does not necessarily equal 1, and \( n_j \) is proportional to the number of molecules in the \( j \)th fraction of the MWD.

The density function has an associated cumulative distribution function, \( F_n(M) \), defined by

\[
F_n(M) = \int_0^M F_n(M) \, dM / \int F_n(M) \, dM \quad (2-13)
\]

In discrete distributions, \( \langle M \rangle_j = \sum M_j n_j / \sum n_j, \langle M \rangle_w = \sum M_j^2 n_j / \sum M_j n_j, \langle M \rangle_s = \sum M_j^3 n_j / \sum M_j^2 n_j, \langle R^2 \rangle_j = (\langle R^2 \rangle)^2 = \sum (R_j^2)^2 / \sum R_j^4 n_j \), where special attention should be paid to the use of the index \( j \), which denotes the collection of representative monodisperse fractions approximating \( F_n(M) \). It is asserted that the continuum of molecules may be approximated by a limited number, \( J \), of monodisperse species.

Each representative species \( j \) will have an associated molecular weight \( M_j \) and form factor \( P(X_j) \). The \( j \)th contribution to \( g^{(1)}(t) \) is directly proportional to the number of molecules in the \( j \)th fraction, \( n_j \), multiplied by the weighting factor \( \omega_j \). Thus

\[
|g^{(1)}(t)| = \sum_j \omega_j \exp(-\Gamma_j t) \quad (2-14)
\]

where each of the \( a_j \) contributions is linearly independent with

\[
a_j = n_j M_j^2 P(X_j) \quad (2-15)
\]

From eq 2-16 we immediately notice that \( \gamma_i = a_j / M_j^2 P(X_j) \). We shall collect all the proportionality constants by writing

\[
n_j = a_j^* / [M_j^2 P(X_j)] \quad (2-17)
\]

where the unnormalized line width distribution \( G^*(\Gamma) \) has the form

\[
G^*(\Gamma) = \sum a_j^* \delta(\Gamma - \gamma_j) \quad (2-18)
\]

\( F_n(M) \), defined by eq 2-12, is obtained from eq 2-17 once we know the set of values \( [a_j^*, n_j, P(X_j)] \). The unnormalized line width distribution, i.e., \( [a_j^*] \), is related to the experimentally measured net single-clicked correlation function by the Laplace transform, eq 2-7, such that

\[
(G^{(1)}(t)) = \sum a_j^* \exp(-\Gamma_j t) \quad (2-19)
\]

where \( \sum a_j^* = (Ab)^{1/2} \).

In our experiments, values for \( G^{(1)}(t) \) were available only at equally spaced intervals of delay time \( t \). The statistical counting noise at each data point of \( G^{(1)}(t) \) is approximately proportional to \( 1/A^{1/2} \) and is thus roughly equal for all measured \( G^{(1)}(t) \) values.\(^{24}\) Consequently the pa-
parameters $a_*^j$ can be calculated from $(G^{(2)} I(t) - A)^{1/2} = (A)^{-1/2} g^{(0)} I(0)$ by an equally weighted linear least-squares (L$^2$) or absolute linear (L$^1$) norm fitting algorithm. For this experiment we chose a full derivative Marquardt L$^2$ fitting routine from the International Math and Statistics Library (routine zxxsq modified to use an analytic form for the Jacobian matrix). The Marquardt routine was used to minimize problems encountered during the inversion of the constant matrix of this linear problem where the $t_j$'s are fixed parameters during the fitting procedure. There are, of course, several more direct routes\textsuperscript{25,26} to the solution of this generalized matrix inversion problem.

It suffices to say that simulated data, similar to the LPE correlation function, yield the predicted $a_*^j$ values upon completion of the Marquardt fitting method. Therefore, we make the crucial assertion that the calculated $a_*^j$ values are unbiased estimators of the true $G(I)$. We begin the molecular weight transform by taking $D_j = \Gamma_j / K^2$ and by setting $b_*^j = a_*^j$. We now have $G^*(D)$, provided that only translational diffusion determines $g^{(0)}(t)$. At infinite dilution, there are several empirical relations available:

$$D_j = k_D M^{\alpha_D}$$
(2-20)

$$\langle R^2_j \rangle = k_B M^{\alpha_R}$$
(2-21)

and for completeness we have the intrinsic viscosity as

$$[\eta] = k_M M^{\alpha_M}$$
(2-22)

We first extrapolate our measured diffusion coefficients to zero concentration where we have taken $k_D$ to be independent of $M$ in dilute solution

$$\langle D_j \rangle = \langle D_0 \rangle (1 + k_D c)$$
(2-23)

From this point on we shall assume that the $D_j$ values used in relation to eq 2-20 are the $D_j$ values extrapolated to infinite dilution by means of eq 2-23. A plot of $\langle D_j \rangle$ vs. $c$ yields the proportionality constant (1 + $k_D c$). It should be noted that branched polyethylene and other polymers having a molecular shape which depends on $M$ require a functional form for $k_D$ with respect to $M$. In practice, we cannot decrease the concentration indefinitely to avoid this extrapolation, since the signal-to-noise ratio of $G^{(2)}(t)$ may become too unfavorable to allow a sufficiently detailed inverse Laplace transform.

In our system of LPE at 135 °C in TCB we have $\alpha_D$ equal to approximately 0.72 from the studies cited in ref 27. We assume that the scaling exponents may be taken as independent of $M$ over the range of our MWD. In this case we have\textsuperscript{26}

$$\alpha_D = (1 + \alpha_c) / 3$$
(2-24)

$$\alpha_R = (1 + \alpha_c) / 3$$
(2-25)

and all we require to determine $[M_j] = 1, J$ is the preexponential factor $k_D$. If we assume that $P(X)$ is unity, we may immediately calculate $k_D$ since we know $\langle M_I \rangle$ from our static light scattering measurements.

$P(X)$ is not unity, however, and we are therefore forced to calculate the correct $k_D$ in an iterative fashion. By taking the first approximation for $k_D$, we can now calculate $[M_j] = 1, J$ and $P(X) [M_j] = 1, J$, where $P(X)$ is given by eq 2-2 and $X_j$ is available by assuming an approximate $k_D$ in eq 2-21. Thus we have made an initial estimate of $[M_j] = 1, J$ and $P(X) [M_j] = 1, J$, which means we know an initial approximation for $F_*(M)$. From this trial $F_*(M)$ we may calculate the result ($M_1^w$ and $M_2^w$) values in order to achieve better values for $k_D$ and $k_R$ in eq 2-20 and 2-21. Through successive iterations we arrive at a $\langle M_1^w \rangle$ calculated from $F_*(M)$ which is consistent with the measured $\langle M_1^w \rangle$ from static light scattering. In addition, we arrive at calculated values for $k_D$ and $k_R$.

One unemphasized point is the set of constraints necessary to carry out this transformation. First, we need $\langle M_1^w \rangle$ and $\langle R^2_1^w \rangle$ from static measurements. $\langle M_1^w \rangle$ ties the value of $k_D$. A change in $k_D$ will shift the calculated molecular weight distribution. We have chosen to plot $F_*(M)$, i.e., $F_*(M)/F_0(M) M^2 dM$, since this moment of the MWD is most closely related to $G(D)$. The relative magnitude of each representative fraction remains constant, independent of $k_D$, until we include the effect of $P(X)$, which is a function of $k_D$. The $\langle R^2_1^w \rangle$ constraint is seen to define the $X_c$ values in terms of the $M_1$ axis. We recalculate the $k_R$ value at each iteration by using the calculated $\langle M_1^w \rangle$, the measured $\langle R^2_1^w \rangle$, and the assumed $\alpha_D$ in eq 2-21.

In review, the distribution of diffusion coefficients, $G(D)$, is directly related to the MWD, $F_*(M)$. Static light scattering predicts that each representative $D_j$ in $G(D)$ will be emphasized by a factor $M_j^2 P(X)$ relative to the desired $F_*(M)$. To determine $M_1$, and $X_c$ as a function of $D_j$, we require some knowledge of the relations between $M_1$ vs. $D_j$ and $M_1$ vs. $R_1^2$. Given the static properties ($M_1$), and $\langle R^2_1 \rangle$, the value of $\alpha_D$ if we are able to determine the preexponential constants $k_D$ and $k_R$, which in turn define our desired $F_*(M)$. If eq 2-20 and 2-21 are known from previous measurements, $F_*(M)$ can be directly computed from $G(D)$. Furthermore, at small scattering angles $P(X)$ approaches unity and we only need eq 2-20, the Mark-Houwink equation, to define the transform from $G(D)$ to $F_*(M)$.

III. Experimental Sample Preparation

HPLC-grade 1,2,4-trichlorobenzene (TCB) was vacuum distilled and checked for purity on a standard analytical gas chromatograph. BHT (2,6-di-tert-butyl-4-methylphenol) was then added to the TCB to make a 0.05 wt. % antioxidant solution. This solution was subsequently degassed and handled under a nitrogen atmosphere during the LPE sample dissolution. The LPE samples prepared with this solvent under a nitrogen atmosphere showed no signs of oxidation, i.e., yellowing or $\langle R^2_1 \rangle$, change, for periods of at least 24 h at 135 °C.

Special care needs to be exercised when working with TCB at 135 °C. TCB has a flash point of 126 °C. TCB is also a health hazard when inhaled or absorbed through the skin, being linked to liver damage. Finally, TCB will dissolve most common plastics, i.e., polyethylene, at 135 °C.

Due to our solvent nature and the necessarily high experimental temperature, only metal, Teflon, and glass were used as components in our stock solution filtration apparatus. Two types of filters were used to exclude dust from our light scattering solutions: solid Teflon (0.5 μm, Millipore) for cold solvent filtration, and fritted glass (4–5 μm, Corning fine grade, instead of the popular sintered metal filters) for hot stock solution filtration.

The sample preparation was carried out under a nitrogen atmosphere. Degassed TCB (with BHT) was first filtered into clean dust-free light scattering cells. Ufiltered solvent was used to prepare a stock solution of LPE in TCB. The resulting stock concentration was nominally 4 mg of LPE/mL of TCB at 135 °C for the two sets of six samples prepared of the DSM L30-4-6 linear polyethylene standard sample. The stock solution was allowed to slowly stir for at least 1 h at 140 °C to enhance homogeneity. The stock solution was then filtered into light scattering cells containing known amounts of filtered and degassed TCB containing antioxidant BHT. In this manner we have a dilution scheme which permits us to prepare a set of solutions ranging in concentration from the stock solution to about one-tenth this initial value.

Some pertinent details about the filtration procedure are as follows. All hot LPE in TCB transfers were made through Teflon tubing (Cole-Palmer, Chicago, IL) which fit tightly over 19-gauge surgical needles mounted to Luer joint hubs (Popper and Sons, New Hyde Park, NY). The temperature near the Teflon tubes...
Figure 2. Zimm plot for DSM L30-4-6 LPE in TCB.

was carefully monitored to avoid stress-induced LPE crystallization. A 10-mL glass syringe was fitted with a valve (Pharmacia part no. SR-1, Piscataway, NJ) which allowed us to store the stock solution drawn out of a 25-mL Erlenmeyer stock flask while attaching the glass filter equipped with suitable joints. With this apparatus we were able to directly filter our stock solution into light-scattering cells. Each cell was made of precision 1.0-cm.o.d. round-bottom Pyrex tubing (Wilmad Glass, Buena, NJ) which was fitted at the top with a glass joint (Kontes no. 570250-9005) and matching Teflon cap with Viton seal (Kontes no. 570250-9004).

By using this apparatus we were able to prepare and seal our LPE solutions with acceptably small dust and oxygen contamination. Once the stock solution had been diluted we used a biological test tube vortexing mixer to ensure mixing, taking care not to allow our solution to contact the cap region of the cell. After completion of each experiment, all glassware was cleaned with refluxing tetrachloroethylene, a good polyethylene solvent. No attempts were made to reuse the Teflon tubing.

IV. Experimental Results

4.1. Static Light Scattering Results. Our LPE in TCB polymer–solvent solutions produced a several-kilohertz photon counting frequency while using 0.14-W incident laser power at 488 nm. The observed ratio of LPE sample intensity to background solvent intensity was greater than 2 for most of our LPE solution concentrations, which ranged from 0.5 to 3.0 mg/mL. Our intensity data were measured to a counting precision of 1%.

At each scattering angle we accumulated the average intensity, Iw*(θ), over a 12-s measurement interval. We confirmed that the normalized intensity measured during each 1.2-s subinterval of the total measurement did not fluctuate by more than 10% of Iw*(θ). In such a fashion we have excluded the possibility of large dust particles contaminating our data.

The instrument was calibrated for absolute intensity with the following calibration samples: benzene (Bz), toluene, 1.2,4-trichlorobenzene (TCB), ethanol/Bz, and methanol/Bz. Alignment with a benzene reference sample was found to be constant about 90°, ±1% for the quantity Iw*(θ) sin(θ), in the range θ = 35–145° and T = 25–135 °C. Rw(90) for Bz at 135 °C and 488 nm was 6.91 \times 10^{-3} [cm^{-1}] from the work done in ref 20, which is consistent with our experimentally determined ratio in eq 2-5 and the known value of Rw(90) for Bz at 25 °C.

A Zimm plot for the DSM L30-4-6 LPE sample dissolved in TCB is shown in Figure 2. The average static properties for this linear polyethylene standard as measured over two sets of solutions, each set containing six concentrations, are (R²; 0.5 = 50 nm, A₂ = 1.5 \times 10^{-3} ((0.5-2.0) \times 10^{-5} Welzen) [mL mol g^{-2}], and \langle M \rangle_w = 570 \times 10^{3} [530 \times 10^{3} DSM data].

We used δn/δc = 0.109 mL/g, n = 1.529, ρ = 1.315 g/mL, and 5.5 \times 10^{-5} P^{29} for TCB at 135 °C and λ₀ = 488 nm. We noted that the viscosity values tabulated in ref 30 are in millipoise, rather than in centipoise as they have reported. The index of refraction for TCB at 135 °C was obtained by taking the ratio (n - 1)/ρ to be temperature independent. Table I gives the preliminary line width results for three different sample concentrations. The mean of the distribution is seen to change, as predicted by eq 2-23, but the normalized variance of the distributions remains at approximately 0.2.

4.2. Distribution of Line Widths. To calculate a distribution of molecular translational diffusion coefficients, G(D), we transform the measured function G_{2}(t) into a representative distribution of line widths G(G(a)). Several conditions severely limit the resolution obtainable in any estimate of the true G(Γ). For instance, the nature of the statistics for G_{2}(t), i.e., the noise on our data, is imprecisely known. If we did know G_{2}(t) exactly, G(Γ) would still be bandwidth limited and the fundamental problem of a numerical integral transform with an exponential kernel would remain.

The current literature dealing with this data inversion problem of Freholm equations of the first kind (e.g., Bertero, McWhirter, Tikhonov, and Miller)26,31-34 begins to quantify which methods of approximating G(Γ) are optimal and what confidence levels on calculated G(Γ) are consistent with experimental G_{2}(t) data. There are several considerations which allow us to restrict the class of possible solutions for G(Γ). Physically, G(Γ) and Γ must both be positive. Experimentally, G_{2}(t) is bandwidth limited, which bounds the range of Γ. And, from sampling theory considerations, we know G(Γ) is representable by a discrete distribution which samples G(Γ) with finite resolution in Γ-space. A maximal description for G(Γ) is a weighted sum of Dirac δ functions as defined by

\[ G(Γ) = \sum \delta(Γ - Γ_j) \]  

where

\[ \sum \delta_j = 1 \quad \text{(normalization constraint)} \]  

\[ Γ_j/Γ_{j-1} = W \quad \text{(constant log Γ spacing)} \]  

We have been more specific now and denoted the model function for G(Γ) as G(Γ), where a represents the independent parameters. Constraint II limits the resolution available in our calculated data.31

The calculated G(Γ) is biased by our selection of sampling locations in Γ-space. As the number of independent parameters J is increased, the biasing is reduced. However, the uncertainty of our solution a must increase.

One approach to avoid this biasing, but to still retain a small number of independent variables, is to combine
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*Scattering angle = 40°.
several estimates for $G(\Gamma)$, with different samplings of $\Gamma$-space, into one composite distribution.30 The composite “curve” consists of amplitudes $a$ plotted vs. log $\Gamma$. Each of the independent estimates for $G(\Gamma)$ contributes $J$ amplitudes to the composite $G(\Gamma; a)$, where this composite distribution now has $N^* J$ amplitudes. $N$ is the number of independent estimates for $G(\Gamma)$ by which we form the smoothed distribution. Each of these independent estimates uses the same number of samplings, $J$, and the same sampling resolution in $\Gamma$-space, $W$. The only difference between samplings is the starting $\Gamma$ value used in eq 2-10.

For the independent estimates of $G(\Gamma)$ from our LPE data we determined that the maximum number of independent variables, $J$, is about 3. We also found that the maximum resolution, $W$, is about equal to $7/2$. The choice of maximum independent parameters and minimal spacing was determined by fitting $G(\Gamma; a)$ using several combinations of these $J$ and $W$ parameters until we arrived at a selection which produced a physically expected smooth unimodal distribution. The chosen spacing directly affects the smoothness obtained for $G(\Gamma; a)$. Small spacings can result in large negative contributions in $G(\Gamma; a)$; i.e., the “independent” parameters $a_j$ will actually become coupled in our fitting procedure if the spacing is too small. We have confirmed, by cumulants and double-exponential analysis of $G(\Gamma; a)$, that our $G(\Gamma)$ is sufficiently broad so that a $W=7/2$ spacing will span only a fraction of the full range of $G(\Gamma)$. With the spacing chosen, the number of parameters, $J$, is then determined by the range of $G(\Gamma)$. If $J$ is too large the sampled range in $\Gamma$-space will be too large, resulting in negative or insignificant contributions to $G(\Gamma; a)$ at the extreme values of $|\Gamma J| = 1, J$.

The “smoothest” possible distribution $G(\Gamma; a)$ results when a minimum in the Euclidian norm of the solution vector $a$ is found for a fixed number of independent parameters. This smoothing is equivalent to regularizing the inverse Laplace transform,32 and represents a limiting class of possible distributions which we may seek by this method. If an individual fit is not smooth, we have either too many independent parameters or an incorrect sampling interval.

We have recently found that the method of singular valued analysis (International Math and Statistics Library routine LSVDF) is most illuminating in determining the number of independent parameters obtainable from our data.4 In fact, this method incorporates the probability that the number of independent basis functions is far too large for the precision of the experimental data, allowing us to use a model where we start with 20 samplings of $\Gamma$-space and immediately obtain an unbiased estimate for $G(\Gamma)$ in terms of linear combinations of the 20 $\Gamma$ samplings. By this analysis we have confirmed4 that $J = 3$ and $W = 7/2$ are conservative estimates of maximum independent parameters and resolution given our LPE data; i.e., the 5th-order singular valued decomposition solution appears to be the most detailed solution possible allowed by the noise on our data.

We analyzed the data here by combining three independent fits with $J = 3$ and $W = 7/2$ to yield a composite distribution as shown in Figure 3. We have plotted unnormalized coefficients, $a_j$, vs. log $\Gamma$. Each representative fit contributes three amplitudes to the figure. Since the sampling was done for each independent fit with a constant log $\Gamma$ spacing of 5/4, corresponding to $W = 7/2$, we see that the 1st, 4th, and 7th points in Figure 3 resulted from one of the three fits. Similarly, we have the other two fits represented by the (2nd, 5th, 8th) and the (3rd, 6th, 9th) respective data points. The small $\Gamma$ values correspond to slow characteristic molecular diffusion and thus to large molecules in solution. At the large $\Gamma$ values we have the other extreme of our molecular weight distribution represented; i.e., we have correspondingly small molecules. Knowing that the diffusion coefficient roughly scales as the square root of the molecular weight in eq 2-20 tells us that range of log $M$ covered by Figure 3 is roughly twice the range in log $\Gamma$ displayed. The general data fitting procedure used to obtain the final $G(\Gamma; a)$ in Figure 3 is as follows. We first estimated the mean and variance of $G(\Gamma)$ by a double-exponential four-parameter nonlinear least-squares criteria fit to $g(l)(t)$. We modeled $g(l)(t)$ by the following parameterized function:

$$g^{(1)}(t; p) = p_1 \exp(-p_2 t) + p_3 \exp(-p_4 t)$$

(4-1)

which corresponds to the following in $\Gamma$ space:

$$G(\Gamma; p) = p_1 \delta(\Gamma - p_2) + p_3 \delta(\Gamma - p_4)$$

(4-2)

We also estimated the mean and variance of $G(\Gamma)$ by a cumulants analysis,30 which calculates the moments of $G(\Gamma)$ by an analysis of the derivatives of $G^{(k)}(t)$ as $t$ approaches 0. The cumulants method relies upon a power series expansion about $\Gamma$ and thereby is more accurate when describing symmetric narrow $G(\Gamma)$ distributions.

With $(\Gamma)$ and $(\Gamma^2)/\langle \Gamma \rangle^2 - 1$, i.e., the mean and normalized variance of $G(\Gamma)$, we may select a simple two-parameter continuous distribution to estimate the range $G(\Gamma)$ spans. Most notable of these simple distributions are the normal (Gaussian), $\Gamma^2$ (other), and Poisson distributions. Once we have an approximate continuous or discrete (eq 4-2) distribution for $G(\Gamma)$, we have a starting range for $\Gamma$-space in eq 2-10.

For scaling to translational diffusion we have $K = 1.351 \times 10^5$ cm$^{-1}$. For hydrodynamic radius calculation we used the solvent viscosity $\eta = 5.5$ mP. From $G^{(2)}$ data at other angles, differing $K$ values, we found $\langle \Gamma \rangle/K^2$ to be relatively constant, confirming we are truly measuring translational diffusion.

One trend of the line width distribution analysis was the higher variance obtained ($\mu_2/\Gamma^2 = 0.42$) in a multieponential analysis for $G(\Gamma; a)$ when compared to variances determined with a double-exponential ($\mu_2/\Gamma^2 = 0.20$) or cumulants method ($\mu_2/\Gamma^2 = 0.15$, second order). This is partially indicative of the long high molecular weight tail in $G(\Gamma; a)$, as shown by Figure 3, which represents an asymmetry in the MWD. The preliminary data analysis methods are not well suited to describe asymmetric distributions. The long tail would be more obvious if we plotted Figure 3 using $\Gamma$ rather than log $\Gamma$.

We calculated $G(\Gamma; a)$ as described earlier using the preliminary $(\Gamma)$ and $(\Gamma^2)$ as a guide to an initial estimate for $G(\Gamma; a)$. After several iterations we chose $J = 3$ and $W = 7/2$ for our final data analysis, which resulted in Figure
3. To give this plot more physical sense, we write

$$G^*(D) = \sum b_j^* \delta(D - D_j)$$  (4-3)

where

$$\ln D_{bj} = \ln \Gamma_j - 2 \ln K - \ln (1 + k_c c)$$  (4-4)

$$a_j^* = b_j^*$$  (4-5)

Thus $G^*(D)$ is a shifted copy of Figure 3, the shift in log space for this sample being $22.1 = -2 \ln K - \ln (1 + k_c c)$. The normalization constraint $I$ from eq 2-10 is never required for our analysis, and for clarity we have taken the liberty of interchanging the normalized and unnormalized distribution of line widths in this section, i.e., $G^*(\Gamma;\alpha)$ and $G(\Gamma;\alpha)$.

From Figure 3 we note that the no. 1 datum is negative. Though this is nonphysical, it should be included in our composite $G(\Gamma;\alpha)$ since the no. 4 and no. 7 data resulted from the same fit which produced this negative $a_j^*$. One other caution about Figure 3 is the apparent resolution obtained by a composite curve overestimates the true resolution of our distribution which is determined when we set $W = 7/2$. For example, the spacing between datum no. 1 and no. 2 represents $W = 5/4$, a resolution much finer than $W = 7/2$. Another caution about this composite distribution is that the number of independent parameters represented in Figure 3 is three, not nine. This means that the nine samplings of $G(\Gamma)$ in Figure 3 are not independent samplings. We emphasize that the reason to form this composite distribution is to achieve an unbiased estimate for $G(\Gamma)$, not a more detailed estimate.

We recall that a plot of $G$ vs. concentration should extrapolate to $G$ at $c = 0$, a value related to $(D_{bj})$, if $P(X) = 1$. Figure 4 displays this zero-concentration extrapolation based on the cumulants method and the multieponential method. If we take $(D_{bj}) = 2 \times 10^{-7}$ [cm$^2$ s$^{-1}$] we arrive at a 27-nm hydrodynamic radius and a 0.54 value for the ratio of hydrodynamic radius to radius of gyration. These values are of interest when estimating the statistical nature of polymer coils.

### 4.3. Molecular Weight Distribution

From the $G(\Gamma;\alpha)$ in Figure 3 it is now very simple to calculate the molecular weight distribution, $F_\gamma(M)$, in eq 2-12. The additional information necessary to perform this transform is as follows: (1) the $K$ value, (2) the concentration-dependent parameter $(1 + k_c c)$, (3) the static light scattering properties $(R_D^2)$ and $(M)_w$, and (4) the range of intrinsic viscosity scaling exponent $\alpha_s$ from eq 2-22 to be tested.

The program utilizes the iterative procedure described in section 2.3 and continues to vary $k_D$ and $k_F$ until the computed $(M)_w$ agrees with the measured $(M)_w$. In the computations, we also varied the magnitude of $\alpha_s$ which effects the calculated $(M)_w(\Gamma;\alpha)(M)_w$. This was done to allow an estimate of the sensitivity of our $F_\gamma(M)$ upon the assumption that $\alpha_s = 0.72$ (ref 27) for this sample. Our resulting $F_\gamma(M)$, Figure 5, agrees well with the GPC cumulative distribution, $F_{\gamma,c}(M)$, shown in Figure 6. This result confirms that the assumed value for $\alpha_s$ is correct, though we wish to add that the MWD using $\alpha_s$ between 0.65 and 0.75, i.e., good solvent range, result in equally acceptable estimates for the calculated MWD.

The resulting MWD for the sample studied in section 4.2 is shown in Figures 5 and 6. Figure 5 plots $F_\gamma(M)$, that is, the second moment of $F_\gamma(M)$ defined by $F_\gamma(M) = MF_\gamma(M)$, vs. log $M$. This moment of the MWD is plotted since it is most closely related to $G(D)$, having only included the correction for $P(X)$ via eq 2-2. First inspection, Figure 5 may appear to be identical with Figure 3, which plotted $G(\Gamma;\alpha)$ vs. log $\Gamma$; however, the log $M$ axis has a different spacing than the log $\Gamma$ axis. We also note that the axis is turned around; the numbering has been reversed in our copy from Figure 3 so we may follow the effects of each individual contribution to $G(\Gamma;\alpha)$ in $F_\gamma(M)$. By even more careful inspection, we note that $P(X)$ has been corrected for in Figure 5 since the amplitudes at the larger $M$ values are emphasized.

From the dynamic properties of this sample we have, $(M)_w = 2.1 \times 10^6$ and $(M)_a = 1.40 \times 10^5$. The Dutch State Mines gel permeation chromatography values for these properties are $(M)_a = 1.8 \times 10^5$ and $(M)_z = 1.50 \times 10^6$. The $(M)_a$ value was obtained by static light scattering measurements and was also comparable to a Dutch State Mines value of $5.3 \times 10^5$. The moments of our $F_\gamma(M)$ are comparable to those measured by GPC, thus confirming the validity of our method of calculating molecular weight distributions from the combined static and dynamic light scattering data.

We shall go further and inquire how closely does the cumulative weight average MWD, $F_\gamma(M)$, compare between our method and GPC analysis. Referring back to the definition for a cumulative distribution function, eq...
Table II
Parameters Used in Figure 7 for Computing Cumulative Weight-Average MWD of Three Independently Prepared Solutions of DSM L30-4-6

<table>
<thead>
<tr>
<th>Parameter</th>
<th>conc, mg/mL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.75</td>
</tr>
<tr>
<td>(R_f^1) from Zimm plot (10^{-11} cm²)</td>
<td>2.5</td>
</tr>
<tr>
<td>(\langle M_f\rangle), from Zimm plot</td>
<td>5.7 x 10⁴</td>
</tr>
<tr>
<td>(a_0) (based on (a_f) and eq 2-20)</td>
<td>0.57</td>
</tr>
<tr>
<td>(k_0) (eq 2-20)</td>
<td>4.35 x 10⁻⁴</td>
</tr>
<tr>
<td>(a_0) (based on (a_f) and eq 2-25)</td>
<td>1.15</td>
</tr>
<tr>
<td>(k_0) (eq 2-21)</td>
<td>2.34 x 10⁻¹⁸</td>
</tr>
<tr>
<td>(M_f)</td>
<td>1.35 x 10⁵</td>
</tr>
<tr>
<td>(M_M)</td>
<td>2.30 x 10⁶</td>
</tr>
</tbody>
</table>

Figure 7. Cumulative \(\omega\)-average MWD for three independent samples (curve 1, 1.75 mg/mL; curve 2, 1.15 mg/mL; curve 3, 0.58 mg/mL). The parameters used are listed in Table II.

2-13, we can calculate \(F_w(M)\) from our discrete distribution since

\[
F_w(M) = \int_M^{M_f} F_w(M) \, dM
\]

where

\[
F_w(M) = MF_w(M) = \sum n_iM_i\delta(M - M_i)
\]

Using our discrete \(F_w(M)\) will result in a staircase-shaped \(F_w(M)\) shown in Figure 6. The interpolating line drawn through these steps is then a true estimate of the continuous \(F_w(M)\) measured in GPC experiments. The GPC plot, from DSM data, is shown for comparison in Figure 6. By close inspection we see that our high-M portion of the MWD is less pronounced than the GPC results. This subtle point is probably due to the sample preparation and not to experimental bandwidth problems. The total \(\Gamma\) range being sampled is only 1.3 orders of magnitude wide, whereas our data represent 2 decades of delay time plus a long-time base line point. Dynamic light scattering measures \(F_w(M)\) (when \(P(X) = 1\)), which should, if anything, emphasize the higher M portions of the calculated MWD.

There is one key question for which we can only provide an experimental answer at this point, namely: What are the error bars on our calculated \(F_w(M)\)? The answer is that the three DSM L30-4-6 samples yield similar \(F_w(M)\) plots, with an experimental spread about equal to the step heights as shown in Figure 7. This criterion is not valid if we change the number of datum points in our composite \(G(T;\alpha)\), for increasing beyond nine sampling of \(G(T)\) will result in smaller "step" uncertainties even though the experimental data are no more precise.
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